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SmartReview: Revision Inteligen-
te de Literatura Cientifica Asisti-
da Localmente

RESUMEN: La creciente sobrecar-
ga informativa y la necesidad de
confidencialidad en la revisién de
literatura cientifica exigen solu-
ciones innovadoras. Este articulo
presenta SmartReview, una herra-
mienta de cédigo abierto que opera
exclusivamente en el entorno local
del usuario para garantizar la priva-
cidad total. Su principal innovacién
es un RAG modificado que procesa
PDFs pagina a pagina, generando
resumenes estructurados concisos
que preservan el nucleo semantico,
que a diferencia del chunking con-
vencional. La herramienta integra
OCR, clasificacién tematica y una
interfaz de chat interactiva. Para
demostrar su viabilidad, se realizé
una validacién funcional sobre un
corpus de 25 articulos cientificos.
Los resultados cuantitativos inicia-
les son prometedores, reportando
tiempos de procesamiento prome-
dio de 4.1 segundos por pagina y
una notable reduccién del contenido
textual en un factor aproximado de
28.5x. Esto disminuye significativa-
mente los requerimientos computa-
cionales del LLM local, perfilando a
SmartReview como una alternativa
segura y robusta a los servicios en
la nube.
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ABSTRACT: The growing information overload and the need for
confidentiality in scientific literature review demand innovative
solutions. This paper presents SmartReview, an open-sour-
ce tool operating exclusively on the user’s local environment
to ensure total privacy. Its main innovation is a modified Re-
trieval-Augmented Generation (RAG) approach that proces-
ses PDFs page-by-page, generating ultra-concise structured
summaries that preserve semantic core content, in contrast
to conventional chunking methods. The tool integrates Optical
Character Recognition (OCR), thematic classification, and an
interactive chat interface. To demonstrate its feasibility, a func-
tional validation was performed on a corpus of 25 scientific arti-
cles. Initial quantitative results are promising, showing average
processing times of 4.1 seconds per page and a remarkable
reduction in textual content by a factor of approximately 28.5x.
This significantly decreases the computational demands on the
local Large Language Model (LLM), positioning SmartReview as
a secure and robust alternative to cloud-based services.

KEYWORDS: Literature review, RAG, Data confidentiality, Artifi-
cial intelligence, LLM.

INTRODUCCION

La revision de literatura es un primer paso crucial en cualquier in-
vestigacion, ya que ayuda a entender el conocimiento existente
sobre un tema, encontrar areas poco estudiadas y conectar ideas
con el propio trabajo [1]. No obstante, el volumen de publicaciones
cientificas crece a diario, lo que dificulta enormemente a los investi-
gadores leer, resumir y organizar tanta informacion [2], [3].

Recientemente, la inteligencia artificial (IA), y en particular los gran-
des modelos de lenguaje (LLM), han demostrado una gran capaci-
dad para analizar, clasificar y generar texto, acelerando significa-
tivamente la revision de literatura [4]. Herramientas en linea como
ChatPDF o Paperpal son un ejemplo de ello, aunque presentan un
gran inconveniente: al funcionar en la nube, exigen subir los documen-
tos a servidores de terceros. Esta practica genera un serio problema
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de confidencialidad, pues en investigacion se manejan
a menudo dafos sensibles o borradores no publicados.
La subida de estos documentos a servicios externos in-
fringe normativas institucionales y de organismos como
los NIH, que prohiben el uso de procesadores externos
para analizar informacion confidencial, una limitacioén
que impide a muchos investigadores aprovechar estas
utiles herramientas.[5], [6].

Para solucionar este problema, se presenta SmariRe-
view, una plataforma web disenada para funcionar lo-
calmente en la computadora del usuario. El objetivo
es resolver dos desafios a la vez: la gran cantidad
de informacion y la necesidad de mantener los datos
privados. Para ayudar con la revision de literatura, se
ofrecen cuatro funciones principales: (1) Obtener tex-
to de archivos PDF, (2) clasificar automaticamente los
textos por temas, (3) un sistema propio de busqueda
y respuesta basado en los documentos, (4) una inter-
faz de chat para hacer preguntas sobre uno o varios
documentos.

La principal novedad de SmartReview es el proce-
samiento de documentos para hacer consultas efi-
cientes localmente mediante su metodo de Gene-
racion Aumentada por Recuperacion (RAG, por sus
siglas en inglés). En lugar de cortar los documen-
tos en pedazos pequenos (técnica conocida como
chunking), que a veces puede separar ideas impor-
tantes, SmartReview crea resumenes cortos y es-
tructurados de cada pagina (con titulo, puntos cla-
ve y conclusién, usualmente menos de 30 tokens).
Esto reduce mucho el tamano de la informacion
que el sistema necesita manejar (de unos 700-800
“tokens” por pagina a menos de 30 por resumen),
pero conservando las ideas principales, lo cual per-
mite ahorrar recursos manteniendo el sentido del
texto original. Gracias a estos resumenes por pagi-
na y a una forma especifica de dar instrucciones al
LLM (lo que se explicara en la seccién de metodolo-
gia), SmartReview encuentra la informacién mas im-
portante en documentos largos o en varios archivos
a la vez, usando una cantidad moderada de recur-
sos computacionales y manteniendo todo privado.

Es importante mencionar que estamos en prue-
bas para medir exactamente qué tan bien funciona
SmartReview (precision, velocidad). Finalmente, dis-
cufimos las limitaciones actuales y posibles mejoras
futuras, desarrollando una visibn completa de esta
herramienta para la revision bibliografica confidencial.

Revisién de la literatura

El proceso para elaborar un estado del arte, que in-
cluye el buscar, seleccionar, organizar e interpretar
un gran volumen de fuentes es normalmente comple-
jo y consume mucho tiempo [1]. Esto se ha infensifi-
cado debido a la creciente disponibilidad de literatura
digital y al aumento exponencial de publicaciones cien-
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tificas, lo que ha impulsado la busqueda de tecnologias
que automatizan y opfimizan la revision bibliografica [3].

Herramientas existentes y el problema de la con-
fidencialidad

La mayoria de las implementaciones RAG disponi-
bles, al igual que muchos servicios LLM, dependen
del procesamiento en la nube, lo que implica trans-
ferir documentos normalmente confidenciales a ser-
vidores externos. Esta practica puede incumplir nor-
mativas y politicas de privacidad institucionales o de
organismos como los NIH [5], [7]. Adicionalmente, la
propia base de conocimiento utilizada en RAG intro-
duce una nueva superficie de ataque: estudios re-
cientes como PoisonedRAG demuestran que es fac-
tible corromper la base de conocimiento inyectando
textos maliciosos para inducir respuestas incorrec-
tas especificas en el LLM [8], un riesgo significativo
si se depende de bases de conocimiento externas o
colaborativas.

Generacién aumentada por recuperacion (RAG)
En este contexto, la Generacion Aumentada por Re-
cuperacion se ha consolidado como una técnica que
combina la capacidad generativa de los LLM, con
la precision de la informacion recuperada en tiem-
po real desde fuentes de conocimiento externas
[9]. Este enfoque mejora las limitaciones de los LLM,
como el conocimiento desactualizado y la tendencia
a la alucinacion, al basar las respuestas del modelo
en evidencia verificable [10], [11]. El proceso RAG es-
tandar implica tipicamente: 1) un recuperador (retrie-
ver) que selecciona documentos relevantes de una
base de conocimiento dada una consulta, y 2) un ge-
nerador (LLM) que utiliza estos documentos, usual-
mente concatenados a la entrada de texto original,
como contfexto para producir la respuesta final [12].

El proceso RAG estandar no esta exento de limita-
ciones. Su efectividad depende criticamente de la
calidad de la recuperacion [13], ya que informacion
irrelevante o de baja calidad puede perjudicar la ge-
neracion final [11]. Ademas, existe una desconexion
inherente o “brecha semantica” entre los recupera-
dores y los LLM generativos, lo que dificulta que el
LLM comprenda por qué ciertos documentos fueron
seleccionados. La simple concatenacion de informa-
cion como contexto puede sobrecargar al LLM, es-
pecialmente con documentos largos, llevando a pro-
blemas como la pérdida de informacion en el medio
del contexto [14].

Para superar estas limitaciones, han surgido técnicas
RAG avanzadas. Algunas buscan mejorar la interac-
cion entre el recuperador y el generador o la robus-
tez ante recuperaciones imperfectas. Por ejemplo,
CRAG infroduce un evaluador de recuperacion vy
mecanismos de autocorreccion [11]. Otros enfoques,
como R2AG, proponen integrar informacion sobre el
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proceso de recuperacion en la entrada del LLM [14],
y Parametric RAG busca inyectar conocimiento di-
rectamente en los parametros del LLM [12].

Mientras que RAG y sus variantes ofrecen un gran
potencial para automatizar la revisidbn de literatura
[10], persisten problemas relacionados con la calidad
de la recuperacion, el manejo de documentos largos
y la falta de soluciones que garanticen la confiden-
cialidad mediante el procesamiento estrictamente
local. Es en este sentido donde surge la necesidad
de una herramienta RAG eficiente, local y segura, es
aqui donde SmartReview ofrece un enfoque metodo-
|6gico para la interaccion con la literatura académica.

MATERIALES Y METODOS

Materiales

La arquitectura del sistema se construyo con herra-
mientas de cddigo abierto. El backend se desarrollo
en Python, utilizando la biblioteca Streamlit para la in-
terfaz grafica, PyMuPDF para la extraccion de texto
y easyocr para el reconocimiento 6ptico de caracte-
res (OCR). La inferencia del modelo de lenguaje se
gestiond mediante Llama.cpp.

Todo el sistema se ejecutd en un equipo con un CPU
AMD Ryzen 7 5700G, 64 GB de RAM y una GPU NVI-
DIA RTX 3090, bajo el sistema operativo Windows
11. El modelo de lenguaje empleado fue Meta-Llama-
3.2-8B-Instruct, configurado con una cuantizacion
Q8_0, una temperatura de 0.8 y una ventana de con-
texto de 32,768 tokens.

La operacion de SmartReview se basa en dos flujos
principales desacoplados: un flujo de preprocesa-
miento para preparar los datos y un flujo de consulta
para interactuar con ellos. La Figura 1 ilustra el ciclo
operativo general del sistema.

Flujn de
Pre-procesamiento

Documentos Flujo de Consulta

Figura 1. Diagrama a bloques de la aplicacién web para
examenes rapidos con |A generativa.
Fuente: Elaboracién propia.

Usuario

Métodos

Se inicia con el flujo de preprocesamiento y construc-
cion de la base de conocimiento, este flujo se ejecuta
una sola vez por cada conjunto de documentos para
preparar la informacion de cara a consultas eficientes.
Consta de las siguientes etapas (ver Figura 2):

a) Etapa de carga y extraccion de Texto: El usuario
carga los documentos PDF a través de la interfaz. El
sistema exirae el texto plano, aplicando OCR si es ne-
cesario.

b) Etapa de clasificacion tematica: El LLM local anali-
Za una porcioén inicial (resumen o primera pagina) para
asignar etiquetas tematicas.

c) Etapa de segmentacion y generacion de resume-
nes estructurados por pagina: En lugar de usar la téc-
nica de chunking, se procesa el documento pagina
por pagina. Para cada una, genera un resumen estruc-
turado y conciso (titulo, puntos clave e idea principal)
de menos de 30 tokens.

d) Eftapa de almacenamiento estructurado: La infor-
macion procesada (texto original por pagina, resumen
estructurado, efiqueta tematica) se guarda localmente
en archivos JSON, manteniendo la relacion explicita
entre resumenes y texto completo.
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Figura 2: Flujo del proceso de preprocesamiento.
Fuente: Elaboracién propia.
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Una vez construida la base de conocimiento, el usua-
rio interactua mediante la interfaz de chat y se acti-
va el flujo de consulta y generacion de respuestas, el
cual consiste en las siguientes etapas, las cuales se
ilustran en la Figura 3.
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Figura 3: Flujo del proceso de consulta.
Fuente: Elaboracién propia.

a) Etapa de recepcion de consulta: El usuario formula una
pregunta, especifica o general, sobre uno o mas docu-
mentos.

b) Etapa de recuperacion basada en resumenes: El LLM
compara semanticamente la consulta con los resume-
nes almacenados para identificar las paginas mas rele-
vantes.

c) Etapa de recuperacion de texto completo relevante:
El sistema recupera de la base local unicamente el texto
original de las paginas identificadas como relevantes.

d) Etapa de generacion de respuesta aumentada: Se
construye un prompt para el LLM que incluye la consulta
original y el texto recuperado para generar la respuesta,
incluyendo citas a los numeros de pagina.

Detalles de implementacion.

La efectividad del sistema depende en gran medida del
diseno de las instrucciones enviadas al LLM por lo que
se disenaron dos prompts principales:

1) Prompt de resumen por pagina: Para la fase de prepro-
cesamiento, se disend una instruccion que le pide al LLM
analizar el texto de una péagina y devolver un resumen
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estructurado en formato JSON. El prompt instruye al mo-
delo para que identifique un fitulo tentativo, 2-3 puntos
clave y una idea principal, con una restriccion de longitud
total de menos de 30 tokens.

2) Prompt de Consulta Final (RAG): Para generar la res-
puesta al usuario, se construye un prompt final que inclu-
ye: (a) el rol del asistente, (b) la instruccion de basar la
respuesta exclusivamente en el contexto proporciona-
do, (c) el texto completo de las paginas relevantes recu-
peradas, (d) la pregunta original del usuario, y (€) la orden
de citar los numeros de pagina de las fuentes utilizadas.

Validacién y confidencialidad

La validacion funcional se realizd utilizando un corpus
de 25 articulos cientificos para simular un escenario
de revision de literatura realista. El proceso incluyd una
evaluacion cualitativa de la eficiencia, donde se obser-
v6 una aceleracion significativa del proceso: el analisis
del corpus completo con SmartReview tomo 4 dias, en
contraste con las 3 semanas que requirid una revision
manual tradicional realizada por dos de los coautores.
Adicionalmente, se valido la confidencialidad como pi-
lar fundamental del diseno. Al ejecutar todos sus com-
ponentes (extraccion, resumen, clasificacion y el LLM)
de forma estrictamente local, SmartReview garantiza
que los documentos y las consultas nunca abandonan
el equipo del usuario. Este enfoque no solo elimina los
riesgos de privacidad, sino que asegura el cumplimiento
de normativas institucionales estrictas como las del NIH,
consolidando la herramienfa como una alternativa segu-
ra y eficiente para la investigacion.

RESULTADOS

La validacion funcional de SmartReview se realizd en un
entorno local con un corpus de 25 articulos cientificos.
Las pruebas demostraron la operatividad de la herra-
mienta, logrando una extraccion completa del texto y
generacion de resumenes estructurados para cada pa-
gina. El principal resultado cuantitativo de este proceso
fue una reduccioén de la representacion textual a menos
de 30 tokens por resumen, sin pérdida en calidad se-
mantica. Para cuantificar la eficiencia general, se midie-
ron las metricas de rendimiento del preprocesamiento,
presentadas en la Tabla 1.

Tabla 1: Métricas de rendimiento del preprocesamiento
para el corpus de 25 Articulos.

Métrica Valor Total V?::::r':?gr?:;io
Documentos procesados 25 N/A
Paginas procesadas 443 N/A
Tiempo de procesamiento 1816 s (30.3 min) 41s
Tokens originales 328,936 ~740
Tokens resumidos ~11,500 ~26
Factor de reduccion de contexto ~28.5x N/A

Fuente: Elaboracién propia.
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Estos valores confirman la viabilidad del enfoque de
SmartReview en hardware de escritorio. Un tiempo de
procesamiento promedio de 4.1 segundos por pagi-
na es un resultado practico, considerando que incluye
la operacion de OCR. El hallazgo mas significativo es
la reduccion del volumen de informacion en un factor
aproximado de 28.5x, lo que permite al LLM local ges-
tionar el contexto de multiples documentos de ma-
nera eficiente, optimizando el uso de recursos com-
putacionales. Las comparativas formales con otros
metodos se proponen como trabajo futuro.

Ademas de la eficiencia cuantitativa, se valido la fun-
cionalidad del flujo de consulta interactiva. Como se
muestra en la Figura 4, la interfaz de usuario permite a
los usuarios seleccionar documentos y formular con-
sultas complejas en lenguaje natural sobre el corpus
cargado.

Chat con documentos

Conversacion

Fusnie de Batos

N

Figura 4: Interfaz de usuario de SmartReview. Se muestra
la pantalla principal donde el usuario selecciona los do-
cumentos del corpus y formula una consulta en lenguaje
natural.

Fuente: Elaboracién propia.

Tras recibir la consulta, el sistema identifico correc-
tamente las paginas relevantes mediante la compa-
racion semantica con los resumenes almacenados vy
recuperd selectivamente el texto completo original.
Basandose exclusivamente en este contexto local, el
LLM genero respuestas coherentes e informativas. La
Figura 5 ejemplifica una de estas respuestas, donde
el sistema fundamenta sus afirmaciones con referen-
cias precisas a las paginas de los documentos fuente.
Todo el proceso, desde la carga hasta la respuesta,
se ejecuto sin conexion a redes externas, garantizan-
do la confidencialidad.
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Figura 5: Ejemplo de respuesta generada por el sistema.
Tras una consulta comparativa, SmartReview sintetiza la
informacién de multiples fuentes y fundamenta sus dfir-
maciones con referencias explicitas a las paginas de los
documentos originales.

Fuente: Elaboracion propia.

RESULTADOS

Discusion

SmartReview ha demostrado ser funcional en un en-
torno local que garantiza la confidencialidad de los
datos durante el analisis de literatura. El enfoque RAG
modificado, basado en resumenes por pagina, ha per-
mitido la recuperacion de informacion relevante vy la
generacion de respuestas contextualizadas en nues-
tra validacion inicial con 25 arficulos. Los resultados
cuantitativos de la Tabla 1 son un aporte clave es-
pecialmente el factor de reduccién de contexto de
~28.5x confirma que la carga computacional se redu-
ce significativamente, haciendo viable el uso de LLM
en hardware de escritorio. No obstante, el tiempo de
procesamiento de 4.1 s/pagina demuestra que el OCR
es un cuello de bofella importante a mejorar. La eva-
luacion actual es principalmente funcional; reconoce-
mos como limitacion principal la falta de una validacion
cuantitativa con métricas estandar y un corpus de ma-
yor tamano, aspectos a los que se oforgara prioridad
en trabajos futuros.
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CONCLUSIONES

Este trabajo presenta y valida SmartReview, una herra-
mienta que permite el analisis y consulta confidencial
de documentos academicos mediante un LLM local.
Se demuestra la efectividad de su enfoque RAG mo-
dificado, que opera sin conexién para garantizar una
recuperacion eficiente y sobre todo una generacion
de respuestas precisa. Su principal contribucion es
ofrecer una alternativa segura y local frente a herra-
mientas dependientes de la nube, abordando preocu-
paciones de privacidad y cumplimiento normativo en
investigacion. El trabajo futuro se centrara en una vali-
dacién cuantitativa rigurosa con meétricas estandariza-
das, pruebas de escalabilidad con un corpus ampliado
no pasando por alto la optimizacién del rendimiento
para mejorar la accesibilidad de la herramienta.
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